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Preface

This is a Quarto book. Here’s a reference to Knuth (1984).

Software conventions

1 + 1

[1] 2

To learn more about Quarto books visit https://quarto.org/docs/books.
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